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Disclaimer

This white paper is for informational purposes only. Although efforts have been made to
ensure accuracy, the authors and publishers assume no liability for errors or omissions.
Moreover, concepts, technologies, and case studies discussed are based on current
developments and may evolve.

The content aims to explore cutting-edge Al models and their potential implementation
across industries. It also does not constitute legal, financial, or technical advice. Readers
should consult professionals for tailored guidance.

References to specific companies, technologies, or initiatives do not imply an endorsement
unless explicitly stated.

The use of this document is at the reader’s discretion. The authors and publishers are not
liable for consequences arising from its use or implementation.

@ equaIyZAI SLMs for Emerging Markets 4



Bridging the Al Divide—Unlocking the Potential of Small
Language Models in Emerging Markets for High-Impact
Social Innovations: The EqualyzAl Mandate

The past two years have witnessed an unprecedented surge in the development and adoption
of Large Language Models (LLMs). This has introduced numerous new possibilities in the Al
landscape. From OpenAl’s launch of ChatGPT to the development of Liama, Claude 3, and
Gemini (see Appendix), the global Al innovation ecosystem has been abuzz with innovations.
These models have, notably, inspired diverse use cases, including multimodal applications that
generate text, speech, images, and videos through intuitive user-centric interfaces, such as
chatbots and conversational assistants.

While LLMs have demonstrated unparalleled prowess across several domains in their abilities
for text generation, question answering, and reasoning, they present several limitations in
implementation due to the requirements of computational infrastructure and large datasets,
especially in emerging market regions with limited technological infrastructure. This situation is
inadvertently widening the ‘digital divide’ because the opportunities related to the LLM
revolution are inaccessible in areas where technological inclusion is often most critical. A lack
of inclusivity in training and evaluation datasets and model design has also hindered the
development of nuanced, localized solutions that address the unique challenges of low-
income countries. Insights from various studies indicate that most available LLMs underperform
in specialized domains in low-resourced languages. This is due to insufficient domain-specific
knowledge, especially in high-impact areas like healthcare, education, financial inclusion,
agriculture, and governance.

It is well known that LLMs hold immense promise for improving the quality of life in the Global
South (countries having a relatively low level of economic and industrial development),
specifically when it comes to healthcare, education, small business operations, and public
service delivery. It follows that there is a need to explore paths to democratizing LLM
applications in the world’s resource-constrained regions. Small Language Models (SLMs) might
address this gap. They offer a compelling and practical solution to sustainable development in
emerging markets where limited infrastructure, undigitized datasets, offline access points, and
constrained budgets are everyday challenges.

SLMs offer reduced computational and resource requirements, low inference latency, cost-
effectiveness, efficient development, and easy customization and adaptability. This, in turn,
lowers the barrier to entry for governments, small businesses, and individuals seeking to
integrate generative Al into their workflows. SLMs are particularly well-suited for resource-
limited environments and domain-specific customization. They can address some of LLMs'
challenges. They also seem ideal for applications that require localized data handling for
privacy, minimal inference latency for efficiency, offline last-mile access, and domain
knowledge acquisitions through lightweight fine-tuning [28; 30].
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SLMs therefore represent a revolutionary approach to bridging the digital divide and making Al
accessible to those who need it most. From localized agricultural advisory systems to Al-driven
healthcare personalized diagnostics in underserved regions or tailored educational tools in
native languages—all powered by lightweight, adaptable, and nuanced SLMs. These models
also provide easy access to real-time and complex computing capabilities for startups, small-
and medium-sized businesses, and governments in developing economies. SLMs are also well-
positioned to accelerate the digital transformation of various use cases across industries,
thereby driving innovation and delivering social good.

In this white paper, we explore how Al can be democratized with SLMs for high-impact social
good innovations in the world’s low-resourced regions. The integrated synthesis of knowledge
captured in this piece provides an actionable blueprint for bridging the digital divide, fostering
inclusion, and driving a meaningful impact across underserved regions. This can, in turn, create
a future where technology works for everyone. Such an agenda is consistent with our mandate
at EqualyzAl to democratize Al with SLMs in unlocking Al's full potential, specifically when it
comes to sustainable development through an accessible, scalable, and inclusive alternative
to LLMs. We believe that embracing SLMs will be a game-changer. They can allow us to create
an ecosystem where emerging markets are active participants rather than mere spectators in
the Al revolution. Indeed, we believe that Al's power can be harnessed to solve pressing
challenges and improve the well-being of the next billion.
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Executive
summary

SLMs represent a paradigm shift in Al's utility for social good, particularly in emerging markets
like Africa due to the following factors:

¢ Limited data resources
¢ Infrastructure limitations
e High cost

SLMs offer the opportunity to break these barriers by being cost-effective, scalable, and
tailored to emerging markets’ unique needs. Small Language Models (SLMs) provide a cost-
effective, efficient, and accessible alternative to large language models (LLMms), particularly for
social good in the Global South. They reduce computational demands, enable localization for
underserved communities, and ensure low latency with offline capabilities, enhancing data
privacy and usability in regions with limited connectivity. Emerging compact hardware allows
SLMs to operate on affordable devices like smartphones, supporting scalable real-time
applications in healthcare, education, and governance.

We will (a) explore how SLMs can transform sectors like healthcare, education, finance, and
governance and (b) emphasize SLMs’ technical, economic, and environmental advantages [1;
25]. Here is a summary of the key themes we will discuss:

o Efficient Alternative: SLMs are cost-effective and accessible. This reduces computational
requirements and enables localization for underserved communities.

* Improved Functionality: On-device deployment ensures low latency, offline capabilities,
and enhanced data privacy for regions with limited connectivity.

e Advancing Accessibility: Compact hardware allows SLMs to run on affordable devices like
smartphones. This supports scalable and real-time solutions.

e Applications for Social Good: SLMs are ideal for healthcare, agriculture, education, and
governance because they have rapid prototyping and deployment potential.

e Ethical and Regulatory Alignment: SLMs simplify compliance with legal, ethical, and
governance standards while ensuring data security, supporting data sovereignty laws, and
reducing bias.

e Challenges and Innovation: Although facing limits like reduced generalization and reliance
on high-quality data, ongoing innovations are expanding SLMs’ capabilities.

e EqualyzAl’'s Role: EqualyzAl offers tailored end-to-end SLM strategies, deployment expertise,
and ethical frameworks. These can drive impactful change in the Global South.

Limited Data Resources e Infrastructure Limitations

Figure 1. Challenges in Emerging Markets
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Introduction
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Small Language Models (SLMs)

SLMs are compact, efficient, and designed for
environments with limited resources. They also
require few computational resources and offer
quick training times.

Large Language Models (LLMs)

LLMs are resource-intensive, require massive
computational power and infrastructure. Their
cost and energy demand also make them less
suitable for low-resource settings.

Which type of language model to deploy?

Small Language Models

v

2/
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Ideal for resource-
constrained environments
like smartphones, offering
cost-effectiveness and quick
training times.

Large Language Models

Suitable for complex tasks
in high-performance
environments, though costly
and resource-intensive.

Figure 2: Choosing between SLM or LLM Deployment
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Key Differences

between SLMs & LLMs

The table below offers a better understanding of the differences between SLMs
and LLMs across various dimensions.

Small Language vs Large Language
Models (SLM) Models (LLM)
........................................................... ACCESSIBILITY e

SLMs are designed for
accessibility in low-income and
resource-constrained
environments.

........................................................... EFFICIENCY

Q l LLMs [1] requires massive
@ computational resources and
infrastructure, which limits
Q accessibility.

Compact, streamlined, and

Computationally expensive, with

high resource demands for
computational resources and training and deployment.
training data.

efficient. Requires few

........................................................... TRAINING TIME
Fast to train, allowing rapid Training can take days or even
iteration and customization for months due to the size and
specific tasks or domains. complexity.

ENERGY
.......................................................... CONSUMPTION

Ideal for deployment on devices Best suited for centralized, high-
with limited processing power éj performance environments.

like smartphones or edge
computing systems.

DEPLOYMENT
SUITABILITY

High energy consumption means
a lack of sustainability for
resource-limited setups.

Low energy consumption due to
reduced memory use and
inference times.
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1.1 Choosing the Right Engine
for the Journey

Imagine cutting a piece of paper—you
instinctively reach for scissors: simple,
efficient, and perfectly suited for the task. Now
picture using a chainsaw instead. Despite its
power, the chainsaw creates unnecessary
complexity, waste, and inefficiency. This
analogy illustrates a fundamental principle:
the right tool makes all the difference.

In the rapidly evolving world of Al, this principle
holds true. While Large Language Models
(LLMs) are powerful and impressive—akin to
Lamborghinis for Al—they often bring
complexity, high costs, and resource
demands that limit practical applications. For
many real-world scenarios, they simply
become overkill.

¢
%

Which type of Al
model to deploy
for specific
needs?

Figure 3. LLMs or SLMs for Specific Needs

Enter Small Language Models (SLMs), the
Toyotas of the Al landscape: reliable, scalable,
and cost-effective [6]. SLMs are designed for
balance—delivering impactful results without
the bloated infrastructure and expense of
larger models. Their simplicity and efficiency
make them particularly valuable for emerging
markets and industries that demand
accessible, agile solutions [3; 4; 5].

This paper showcases the transformative
potential of SLMs, highlighting their ability to
address diverse challenges, drive innovation,
and bring Al within reach of everyday
applications. With a focus on practical
usability and scalable performance, SLMs are
redefining what's possible in Al-driven
problem-solving.

O—i_lo SLMs

Compact, efficient, and
adaptable for low-power
and localized applications.

S5 LLMs

Powerful but impractical for
most everyday applications.

(=) equalyzAl
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1.2 Challenges with Large
Language Models

In regions with limited infrastructure, the high
computational and energy demands of Large
Language Models (LLMs) make them
impractical. These challenges are magnified
by socio-economic concerns and the
prohibitive costs of hardware and cloud
services, leaving low-income areas unable to
benefit from advanced Al.

Here are some of LLMs’ disadvantages in the
Global South context:

4 v =

High Computational Demands: LLMs
require significant computational power,
making them impractical for use in regions
with limited infrastructure.

Energy Intensity: LLMs’ energy demands
contribute to environmental concerns,
which are particularly relevant in countries
that are vulnerable to climate change.

Limited Accessibility: High hardware and
cloud service costs hinder LLMs’ adoption
in low-income regions.

Data Hungry: LLMs typically require
hundreds of billions, or even trillions, of
tokens for pretraining (equivalent to
millions of books worth of text). These are
inaccessible in low-resource regions,
where most languages are not currently
documented in digital formats.
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1.3 Why Small Language
Models for The Global South

The Global South encompasses regions with
immense potential but also faces systemic
challenges when it comes to adopting
cutting-edge technology. Issues like limited
computational resources, unreliable internet
connectivity, and constrained financial
resources have created barriers to leveraging
traditional Large Language Models (LLMs) [2;
20; 25; 26; 27; 44].

The alternative presented by SLM has also
been validated by the fact that size is not
always the defining factor in model
performance [26]. The following examples
highlight how Small Language Models (SLMs)
can achieve competitive, if not superior,
results in key benchmarks.

e SLMs are increasingly demonstrating
superior performance in various tasks and
even outperforming much larger models.
For example, SLMs excel in content
moderation, offering more precise and
efficient solutions than LLMs [24].

e Arcee Al's SuperNova is a 70-billion-
parameter SLM. It can, however,
outperform GPT-4’s massive 1.8 trillion-
parameter model in instruction-following
tasks.

¢ Microsoft's Phi-2 has 2.7 billion parameters.
It showcases how a small model can
deliver performance that rivals, or even
surpasses, models that are up to 25 times
its size [25].

SLMs are emerging as a viable option for
democratizing Al by providing scalable and
resource-efficient solutions that cater to these
unique contexts.

equalyzAl
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1.4 Adva ntqges of SLMs Three key advantages of SLMs in the Global

South context are as follows:

Compact and Efficient: Adaptable Affordable and Scalable
SLMs operate on minimal SLMs can be rapidly fine- SLMs' low cost allows
computational resources. tuned and deployed for development agencies,
This makes them suitable localized use cases. This non-profit organizations,
for low-power devices like enables fast response startups, and
smartphones and Internet times for diverse governments to
of Things (IoT) systems applications [8]. experiment and scale Al
[7]. Foiutions across sectors

8.

Available for offline usage in
the last mile even with limited
internet

Accessible

Energy-efficient

Specific for needs
On-site delivery
with CPU option

Small
Language
Model

Privacy-first

Ease of deployment
Best for

customization

Lower resource requirement Low-cost and affordable

Figure 4. SLMs Overview
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Small Language Models (SLMs) power
applications like chatbots, language
translation, sentiment analysis, and local
language processing.

Domain-Specific Use Cases {,".g.'g -\
g o

Healthcare -4

~
1

o——-

Education -1

Agriculture -4

Customer Support -

comda-

Government Services sr

Their efficiency and accessibility make them
ideal for healthcare, education, and resource-
limited environments, addressing real-world
challenges with practicality [22] and [29)].

p @ Localized Deployment

r - Offline Functionalities
!

Applications i

of SLMs ~. On-Premises Deployments

Figure 5. SLM Applications

@ Micro LLMs

- Regional Dialects

1
\

2.1 Domain-Specific Use
Cases

Here are some SLM use cases across key
sectors:

* Agriculture: Bayer/Microsoft Expert
Learning for You (E.LY.) Crop Protection

system, an SLM-powered Al system based

on Microsoft's Phi-3 SLM, helps farmers

approach crop protection and sustainable

agriculture in a more precise and
intelligent-guided manner [34].

c.L.

Ag Intelligence by Bayer

~. Legal Documentation

¢ Healthcare: Tools like Moremi Al [45] assist
with diagnostics and medical reporting in
underserved clinics. For example, SLM-
powered mobile applications can offer
disease diagnosis suggestions based on
identifiable symptoms, even in areas with
limited internet connectivity.

¢ Education: Customized Al tutors can cater
to underserved schools, helping students
in remote areas access personalized
learning experiences. An SLM-based
learning assistant could also help bridge
language barriers in multilingual
classrooms. In fact, EqualyzAl recently
released ulearn to develop science
courses in local Nigerian languages
targeted at rural students.

e Customer Support: SLMs enable real-time
localization for query handling. This can
improve customer satisfaction for
businesses operating in diverse linguistic
regions.

¢ Government Services: SLMs can power
citizen service processes (such as e-
governance platforms) for improved
responsiveness and accuracy. The
Singapore government’s PAIR is an
example of this.

(=) equalyzAl
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2.2 Localized Deployment ¢ Offline Functionalities: SLMs can operate
without internet access, making them

SLMs are ideal for localized deployments that |[r;o]l|spensoble for remote and rural areas

allow the use of Al without cloud-based
infrastructure. Two specific applications come
to mind:

¢ On-Premises Deployments: By ensuring
data security and adhering to local
regulations, on-premises SLMs are ideal for
sensitive applications like healthcare and
governance [10].

SLMs for Emerging Markets 20
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SLMs use compression techniques to reduce
model size without sacrificing accuracy,
ensuring high performance on low-
specification hardware. As mentioned, SLMs
run efficiently on low-power devices like
smartphones and loT systems. This reduces
dependency on expensive graphics
processing units (GPUs).

SLMs are also energy efficient. They consume
less power than LLMs, which makes them a
sustainable alternative for environmentally
friendly Al applications, especially in energy-
poor regions. The seven different types of
model compression approaches that can be
used by SLMs are explained below:

-

Whatitis

This reduces the size of a language
model while maintaining its performance.
Imagine a tree with many branches.
Pruning cuts away some of the
nonessential branches, making the tree
smaller but still healthy and useful.

Pruning \

What it does

It creates models that are smaller, faster,
use less memory, and have improved
inference speed. This is because pruned
models can process inputs fast, which
makes them suitable for real-time
applications.

/

Whatitis

Language models use numbers called
“weights” to process and understand
texts. These weights are usually
represented as floating-point numbers,
which can be very precise but also take
up a lot of space.

Quantization \

What it does

It reduces the precision of these weights,
representing them as simpler numbers
that take up less space, for example, by
rounding off the weights to the nearest
whole number.

/

(=) equalyzAl
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Whatitis

This transfers knowledge from a large,
complex language model (the “teacher”)
to a smaller, simpler language model
(the “student”).

/ Knowledge distillation

What it does

This process helps the student model
learn from the teacher’s expertise and
perform better on relevant tasks. The
result is improved performance and
faster inference at a reduced size.

/ Low-rank factorization

Whatitis

This reduces the size and complexity of
large matrices in language models. Think
of a matrix as a big spreadsheet with
many rows and columns.

What it does

It can reduce the size of these large
matrices by breaking them down into
smaller, more manageable pieces. It
does so by identifying patterns, reducing
them to smaller matrices, and then
reconstructing them.

/

Whatitis

This reduces the number of parameters
(weights) needed to train the model. This
is done by sharing the same weights
across different parts of the model.

o

/ Weight sharing

What it does

This process eliminates redundancy by
identifying similar tasks, sharing the
same weights across these similar tasks
or patterns and reducing the number of
parameters needed.

~

/
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Token skipping \

Whatitis

This reduces the number of tokens
(words or characters) that must be
processed. This is done by skipping over
tokens that are nonessential for
understanding the text’'s meaning.

What it does

It works by identifying tokens that can be
skipped (e.g. punctuation or common
function words). This means only
processing the most important tokens
and then adjusting the model to account
for the skipped tokens. The result is that
the text’'s meaning is still accurately
captured.

/

Early exit \

Whatitis

This helps to minimize computational
costs and improve efficiency. This is done
by allowing the model to exit the
processing pipeline early, thereby
skipping unnecessary computations.

What it does

This can reduce computational costs
through fast processing times and
improve efficiency by evaluating

the model’s confidence in the output
after each layer.

If the model is confident enough, then it
exits the pipeline early, skipping the
remaining layers. If necessary, the model
also refines its output before returning the

result. /
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3.1 Steps to Build and Deploy an SLM

Successful deployment of Small Language Models can be
broken down into four phases.

Management & Learning

Monitor performance,
gather feedback, and

refine the model for 298 Deployment
improvements.

——————— Integrate the trained model
into the target environment,
optimize its performance,
and make it accessible for
real-world use.

— — —
— —

Development

Build and train the
model, ensuring
efficiency and
compatibility with
devices.

Design

Define objectives,
target applications,
and resource
constraints for the
model.

Figure 6. Building an Effective SLM
.

3.2 Optimized Model Design e Accuracy Retention: Techniques like low-

rank factorization maintain model
precision. This ensures reliable outputs for
critical applications (e.g., healthcare
diagnostics) [2].

As suggested, SLMs are ideal in use cases
where domain-specific knowledge acquisition
is a challenge. They present a unique solution,
ensuring accuracy with a lower operational
burden. Two things are worth noting when it
comes to optimizing SLM model designs:

e Compression Techniques: Methods like
pruning, quantization, and knowledge
distillation reduce model size without
compromising accuracy. This ensures that
SLMs can deliver high performance, even
on low-specification hardware.
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3.3 Hardware Efficiency

The reduction in hardware requirements to
run SLMs is significant when compared with
LLMs. It also allows faster implementation with
specialized models across legacy systems
and enables precise fine-tuning without the
heavy lifting of diverse infrastructure
elements. Compatibility and reduced GPU
dependency are significant in this regard:

e Compatibility: SLMs’ ability to run on low-
power devices (e.g, smartphones and loT
devices) reduces dependency on
expensive GPUs and/or high-end servers.

¢ Reduced GPU Dependency: SLMs enable
cost-efficient operations, making Al
accessible to small businesses and NGOs
with limited budgets.

3.4 Sustainability

SLMs consume significantly less energy when
compared to LLMs. This makes them an
environmentally friendly choice. Indeed, their
adoption can drive greener Al applications,
especially in regions facing climate-related
challenges.
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Big tech companies are adopting SLM
innovations to improve efficiency and
accessibility. Google’'s on-device speech
recognition enhances privacy and Apple’s
OpenELM optimizes processes. In emerging
markets, LelapaAl's Inkuba focuses on local
language processing in Africa. Shakti—a 2.5B-
parameter SLM—has demonstrated impactful
results in resource-constrained environments.
Hardware advancements like CPU-friendly
models from Nvidia, Mistral Al, and Edge Al are
expanding accessibility, improving
connectivity, and bridging digital divides for
last-mile access and deployment. The
possibility of cheaper on-premises
deployment will be made easier with Nvidia’'s
$3,000 personal Al supercomputer, dubbed
Digits, which may replace the need for Data
Centre for low-resourced use cases in many
emerging markets.

Other recent examples of note are described
below:

e Moondream?2 is a small vision language
model (VLM) designed to run efficiently on
edge devices with very little memory and a
remarkably small footprint.

e OuteTTS-0.1-350m has demonstrated how
a relatively small language model can
learn to generate high-quality text-to-
speech through a simple yet effective
approach.

e Microsoft's Phi-4, the new 14B model, which
performs on par with OpenAl's GPT-40-
mini, is now available as fully open source,
and organization like Unsloth Al has
improved it.

e Kyutai Labs's Helium-1 Preview, a 2-billion
parameter multilingual base LLM is a
lightweight language model optimized for
edge and mobile environments.

¢ MiniCPM-0-2.6 from Open Lab for Big
Model Base is an advanced multimodal
model that combines vision, speech, and
streaming capabilities. It has only 8B
parameters that make it possible to run
locally [36; 43].

4.1 Localized deployment for
access and inclusion

Unlike large language models (LLMs), which
often rely on data centers for processing due
to their size, SLMs have the unique ability to
run locally on devices like computers and
smartphones. This local deployment
enhances latency, preserves data privacy,
and reduces dependency on internet
connectivity, making them a more practical
choice for diverse applications. For example,
Shakti, a 2.5-billion-parameter SLM, is
designed for low-resource settings, and the
LLM Ware Model Depot provides accessible Al
solutions for Intel PCs [36].

SLMs deliver impactful, tailored solutions for
driving innovation and addressing challenges
in underserved communities. SLM addresses
key issues on data sovereignty, tailored use
cases, and seamless integration with existing
systems, as explored below:

Data Sovereignty and On-Premises
Hardware: In emerging markets [16], where
data sovereignty is a critical concern, SLMs
can be deployed on-premises, ensuring that
sensitive data remains within local
boundaries. This capability aligns with
regulatory requirements while fostering trust
in Al applications.

Tailored Use Cases with Focused Data: SLMs
excel in delivering necessary and
manageable insights tailored to specific use
cases. While they may lack the breadth of
larger models, they compensate with depth
and precision, making them indispensable for
specialized tasks.

Seamless Integration: SLM can also be
perfectly integrated with organizational
legacy technology infrastructure, industrial
control systems, and loT systems. It is also
becoming more available on low-cost
hardware platforms through CPU-friendly
models and Edge Al:
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e CPU-Friendly Models: Nvidia and Mistral Al
are developing models optimized for CPU
operations, thereby expanding
accessibility [14].

¢ Edge Al: SLMs enhance connectivity and
computing power for last-mile users. This
can help bridge digital divides [37; 38; 39;
40].

4.2 Hardware Possibilities
with SLM

There are, at least, three SLM hardware
deployment and integration trends worth
mentioning:

¢ Legacy System Integration: SLMs’

lightweight nature allows easy integration
with existing systems. This enhances
workflow automation and productivity [37].

Smart Device and loT Integration: SLMS
can seamlessly integrate with smart
devices and IoT. This enables real-time
decisions in last-mile scenarios, even in
rural areads.

Cheaper and Simpler Maintenance: Small
models are easier and more cost-effective
to maintain, update, and debug than
larger alternatives.
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SLMs prioritize transparency, privacy, and risk
mitigation. This makes them a robust choice
for ethical Al deployment. Their simplified
architectures ensure easier oversight and
localized data processing helps meet global
data protection standards, which are crucial
for sensitive sectors (e.g., healthcare and
governance). These include GDPR (Generall
Data Protection Regulation) and HIPAA
(Health Insurance Portability and
Accountability Act).

By using focused training data, SLMs reduce
the risk of inaccuracies and ‘hallucinations,
and their task-specific design minimizes
misuse. This, in turn, fosters more secure and
ethical Al applications.

5.1 SLMs for Ethical and
Regulatory Compliance

Seven points stand out when it comes to
ethical and regulatory compliance in the SLM
context. These are manageable size, security,
regulatory compliance, safeguarding outputs,
ease of troubleshooting, cost-effectiveness,
and energy efficiency.

¢ Manageable Size
SLMs’ small size compared to larger models
makes them easier to manage. This facilitates
close monitoring of their operations, which
helps when identifying and mitigating
potential risks. This capability is especially
valuable in critical applications, where
precision and control are paramount [3].

e Security
SLMs’ limited size and scope make them less
susceptible to attacks. Their reduced
complexity minimizes vulnerabilities, which
provides a more secure solution for sensitive
applications. Their localized deployment also
reduces the exposure of data to external
threats. This naturally further enhances
security [3].

¢ Regulatory Compliance
In certain industries, regulations require data
processing to be done locally rather than in
cloud environments. Because they are
deployable on local devices, SLMs are well-
suited to comply with these requirements.
This makes them an ideal choice for
applications in healthcare, finance, and other
heavily regulated sectors [44].

¢ Safeguarding Outputs
SLMs can serve as intermediaries or
“guardians” by monitoring LLM outputs. This
functionality helps ensure that the outputs
adhere to ethical standards, meet
compliance requirements, and do not contain
harmful or sensitive information. Indeed, SLMs
can enhance Al systems’ overall reliability by
acting as a safeguard layer [46].

e Ease of Troubleshooting
Due to their smaller scale, SLMs are simpler to
debug and troubleshoot compared to larger
models. This ease of maintenance ensures
faster problem resolutions, leading to
improved operational efficiency. Developers
can quickly identify and rectify issues, which is
crucial in real-time or mission-critical
applications [17].

e Cost-Effectiveness
SLMs require fewer resources for training,
deployment, and maintenance. This makes
them a cost-effective and budget-friendly
solution. Their ability to process data locally
also eliminates the need for extensive cloud
infrastructure. This ensures privacy while
reducing expenses related to data transfer
and storage [47].

¢ Energy Efficiency
As mentioned, SLMs’ lower computational
requirements lead to reduced energy
consumption, making them an
environmentally friendly choice. By using
SLMs, organizations can contribute to
reducing their carbon footprint while still
leveraging powerful Al capabilities [48].
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6.1 SLMs’ Bright Future

SLMs hold immense promise for shaping the
future of Al, particularly in scenarios where
accessibility, efficiency, and affordability are

critical. The future impact is explored around

the six themes below [37; 38; 39; 40; 41].

e On-Device Al for Critical Interventions:
SLMs will continue to enable on-device Al
solutions for sectors like healthcare and
agriculture. This will address gaps in
human resources and expertise in last-
mile scenarios where intelligent-based
and personalised decisions are required.

e Ethical Industry Applications: SLMs’ use in

ethical industries like healthcare will see

more growth as it provides verifiable basis

for end-to-end transparency and trust.

¢ Technology Synergy: Combining SLMs
with telecom infrastructures, such as 5G

networks and edge computing, opens new

avenues for real-time Al applications.
These integrations will open a new vista
for fast and responsive Al services, which
then drive innovation in various sectors.

Improves
productivity and
data utilization

Enhances SLM
capabilities and smart
devices
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¢ Efficient and Affordable Al: SLMs represent

the future of cost-effective and accessible
Al. They provide emerging markets with
the opportunity to adopt Al technologies in
a focused and impactful manner, even
with limited datasets and constrained
government budget provision.

Advances in Training and Architecture:
Continuous improvements in training
techniques and model architectures are
expanding SLMs’ capabilities [18]. This will
blur the distinction between SLMs and
LLMs. Such developments position SLMs to
power the kinds of smart devices and
intuitive interfaces that address everyday
challenges in the Global South.

Enterprise Use Cases: Beyond social good
applications, SLMs are increasingly
relevant for enterprises. Specifically, they
will enable more domain-specific use
cases, thereby increasing innovations,
improving productivity, and creating
commercial value with broader socio-
economic opportunities.

Enables Al solutions in
resource-limited
settings

Ethical Applications
Supports transparency
and integrity in
operations

Technology Synergy
Integrates SLMs with

g advanced telecom

networks

Figure 7. Future Impact of SLMs

(=) equalyzAl

SLMs for Emerging Markets 38



6.2 Limitations and Key
Considerations

Although SLMs offer significant advantages,
we must acknowledge their limitations if we
are going to ensure realistic expectations and
effective implementation [19; 42]. Three such
imitations stand out:

¢ Limited Generalizability: Due to a
reduced parameter count, SLMs may
struggle with contextual understanding
and capturing complex linguistic nuances.
This limitation can impact their
performance in tasks requiring deep
comprehension.

Reduced Generative Capabilities:
Compared to larger models, SLMs may
find it challenging to produce diverse or
widely representative output. This could
restrict their utility in creative or narrative-
driven applications.

Additional Datasets for Domain-Specific
Adaptation: Fine-tuning SLMs for niche or
highly specialized domains often
demands additional data and resources.
This requires bespoke data collection,
augmentation, and enrichment, especially
in areas where dataset do not exist at all.
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EqualyzAl specializes in developing Small
Language Models (SLMs) tailored for
hyperlocal and emerging market needs. By
leveraging high-quality, domain-specific data
and expert language enrichment, we create
custom solutions for sectors like healthcare,
agriculture, education, financial inclusion, and
governance. EqualyzAl's resource-efficient
and real-time models promote Al adoption in
underserved regions, fostering social good.

Specifically, the mission at EqualyzAl is to
democratize Al using SLMs. Doing so can
bridge the digital divide, foster inclusion, and
drive meaningful impact across underserved
regions. We envision a future where
technology works for everyone, everywhere.

7.1 Key Offerings

Three of EqualyzAl's key offerings are as
follows:

1 Data Collection and Enrichment
Ecosystem: We have built an ecosystem
for hyperlocal, multimodal, and domain-
specific data collection and enrichment.
Such an ecosystem can facilitate rapid,
sustained, and purpose-driven data
collection, annotation, review, enrichment,
and augmentation. This is supported by
(a) our specialized on-body audio
recording devices for spontaneous speech
by natural speakers and (b) an
incentivized, enrichment, and
augmentation app for continuously
collecting data and updating existing
datasets.

2 Purpose-built, Iterative, and Nuanced
SLM Developments: We have a unique
ability to collect the most original,
representative, hyperlocal, and largely
undocumented datasets (including text,
speech, image, and video). This empowers
us to build nuanced models that perform
better than the existing models.

3 Innovative Agentic Al Products for
Enterprise and Development Agencies:
We leverage our unique datasets and
nuanced models to build tailor-made and
high-impact solutions in people’s local
languages. This is especially important in
social good domains related to
healthcare, agriculture, financial inclusion,
education, and governance.

7.2 Demo and Contact

Experience EqualyzAl's Financial Inclusion SLM
and engage our bespoke solution team to
work with your specific use case for social
good, enterprise, or government.

Click to watch the demo video
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We have discussed how SLMs hold immense
potential to revolutionize sectors like
healthcare, education, finance, and
governance. To unlock SLMs’ capabilities,
governments, development agencies,
multilateral organizations, non-profit
organizations, and tech innovators must find
common ground and collaborate [35].

By democratizing Al through SLMs, we can
bridge the digital divide and drive meaningful
impact in underserved regions. This can
create a future where technology serves the
many rather than the few.

for Emerging Markets 45




Appendix

e Small Language Models (SLMs):
Streamlined versions of language models
specifically designed to be lightweight and
efficient. With fewer parameters, they are
versatile, cost-effective, and accessible.
SLMs excel in addressing practical, real-
world challenges where simplicity and
reliability are prioritized.

 Large Language Models (LLMs): Advanced
Al systems are built with billions of
parameters, which allows them to
understand and generate highly complex
and nuanced text. They are powerful,
sophisticated, and ideal for tackling
intricate and demanding tasks. However,
their size and computational requirements
make them resource-intensive and less
practical for everyday use.

e Llama (Large Language Model Meta Al): A
family of advanced language models
developed by Meta for natural language
tasks like text generation, translation, and
Al applications. Liama is designed to be
efficient, fine-tuneable, and accessible for
research and non-commercial use. Liama
models compete with state-of-the-art
models like GPT and offer open access to
researchers. This fosters collaboration and
innovation.

e Claude 3: The latest Al model by Anthropic,
designed for safe and effective text-based
interactions. Claude 3 excels at
understanding complex queries, handling
long contexts, and performing tasks like
writing, coding, and summarization. With a
focus on safety and alignment, the model
is widely used in customer support,
content creation, and education.

e Moremi Al: A state-of-the-art generative

Al system driving research and innovation
in biology, biochemistry, and drug
discovery. Trained on diverse biomedical
data from multiple continents, Moremi Al
serves as a key tool for advancing global
scientific research.

Bayer/Microsoft's E.L.Y. (Expert Learning
for You): A collaborative initiative between
Bayer and Microsoft, one that combines
their expertise in life sciences and cloud
technology to accelerate innovation in
healthcare and agriculture. This platform
leverages advanced Al, data analytics,
and cloud computing to address global
challenges, including improving access to
healthcare, enhancing agricultural
productivity, and promoting sustainable
practices. By harnessing the power of
technology and dataq, E.LY. aims to make a
meaningful impact in improving people’s
lives across the globe.

GPUs (Graphics Processing Units):
Traditionally used for high-performance
computing tasks like training and running
large Al models (e.g., LLMs), GPUs are
powerful. This is because they can process
many calculations simultaneously, which
makes them essential for large-scale,
deep-learning tasks.

Nvidia: Known for its GPUs and specialized
hardware like the Nvidia Jetson platform,
which is designed to accelerate Al
computations on edge devices (e.g.
smartphones and IoT systems). Nvidia also
develops CPU-friendly models, which
means that their hardware advancements
allow Al models like SLMs to run efficiently
on devices with low power requirements.
This expands accessibility and supports
low-cost, energy-efficient Al operations,
particularly in resource-constrained
environments.
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e Mistral Al: A company specializing in
developing Al models and hardware that
focus on maximizing computational
efficiency, especially for edge Al
applications. Mistral Al is contributing to
the development of hardware or models
optimized for resource-constrained
environments where small, energy-
efficient models like SLMs can effectively
perform their tasks. This supports last-mile
users in emerging markets who may not
have access to expensive or powerful
computing infrastructure.

Edge Al: Deploying Al models directly on
local devices (e.g., smartphones and loT
devices), enabling real-time data
processing without relying on central
servers. This reduces latency, minimizes
bandwidth use, enhances privacy, and
improves energy efficiency. Edge Al is
particularly valuable in resource-
constrained environments. It offers
applications like on-device speech
recognition, smart sensors, and real-time
decision-making for autonomous systems
while ensuring that sensitive data remains
secure and that processing occurs locally.

\

GDPR (General Data Protection
Regulation): A law that protects EU
residents’ privacy and personal data. GDPR
requires businesses to obtain consent
before processing personal data,
mandates strong data protection
measures, and gives individuals the right
to access and delete their data. Non-
compliance can result in heavy fines.

HIPAA (Health Insurance Portability and
Accountability Act): A US law that ensures
the privacy and security of health data.
HIPAA regulates how healthcare providers
and insurers handle protected health
information. It also requires safeguards to
prevent breaches and gives patients
access to their health records. Non-
compliance can lead to significant
penalties.
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